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Abstract

In this paper, we propose a new scoring method for
local feature-based image retrieval. The proposed score
is based on the ratio of the probability density function
of an object model to that of background model, which
is efficiently calculated via nearest neighbor density es-
timation. The proposed method has the following de-
sirable properties: (1) a sound theoretical basis, (2) ef-
fectiveness than IDF scoring, (3) applicability not only
to quantized descriptors but also to raw descriptors,
and (4) ease and efficiency of calculation and updating.
We show the effectiveness of the proposed method em-
pirically by applying it to a bag-of-visual words-based
framework and ak-nearest neighbor voting framework.

1. Introduction

With the advances in both stable interest region de-
tectors [6] and robust and distinctive descriptors [5], lo-
cal feature-based image or object retrieval has attracted
significant attention. It has also become applicable to
large-scale databases owing to the bag-of-visual words
(BoVW) framework [12]. In the BoVW framework, lo-
cal feature points or regions are first detected in an im-
age, then feature descriptors are extracted from them.
These feature vectors are quantized into visual words
(VWs) using a visual codebook, resulting in a histogram
representation of VWs. In many cases, image similarity
is measured by theL2 distance between the normalized
histograms. As the histograms are generally sparse, an
inverted index data structure and a voting function en-
ables an efficient similarity search. The equivalency be-
tweenL2 distances and scores obtained with the voting
function is described in [3] in detail. In order to empha-
size distinctive VWs, the inverse document frequency
(IDF) scoring [12] has been widely used, and shown to
be effective.

Though the BoVW framework realizes efficient re-
trieval, some degradation of accuracy is caused by
quantization [2]. Two major approaches are pro-
posed to alleviate quantization error: post-filtering
approaches [3, 4, 14] and multiple assignment ap-
proaches [10, 3, 7]. In the post-filtering approaches, af-
ter the VW-based matching, unreliable matches are fil-
tered out according to the estimated distances between
query and reference descriptors. In the multiple assign-
ment approaches, a query descriptor can be matched
not only with reference descriptors in the nearest VW,
but also with reference descriptors in the several nearest
VWs. Although quantization error is alleviated, all the
above methods still depend on IDF scoring in voting,
which is designed for words or quantized descriptors.
In other words, the score is stillquantized.

In this paper, we propose a new scoring method ap-
plicable to both quantized and unquantized descriptors.
The proposed score is based on the ratio of the probabil-
ity density function of an object model to a background
model, which is efficiently calculated in an on-the-fly
manner via nearest neighbor density estimation. In ex-
periments, we show the effectiveness of the proposed
scoring method by applying it to a BoVW framework
and ak-nearest neighbor voting framework.

2. Proposed Approach

In this section, we first present the formulation of the
proposed scoring method, starting with a classification
problem. Then, in order to make it applicable to large-
scale image retrieval, an approximation is introduced.
Finally, the score is calculated via non-parametric den-
sity ratio estimation.

2.1. Probabilistic formulation

Given a query imageQ, the objective is to find a
similar imageRĵ from a large number of reference im-
agesR1, · · · , RnC

. Considering it as a classification



problem, we start with maximum-a-posteriori estima-
tion: ĵ = argmaxj p(Rj |Q). Assumingp(Rj) is uni-
form, the maximum-a-posteriori estimation reduces to
a maximum likelihood estimation:

ĵ = argmax
j

p(Rj |Q) = argmax
j

p(Q|Rj). (1)

LettingQ = {q1, · · · , qn} denote the descriptors of the
query imageQ, with the naive Bayes assumption, we
get:

p(Q|Rj) = p(q1, · · · , qn|Rj) =
n∏

i=1

p(qi|Rj). (2)

As pointed out in [2], if we assume all query descriptors
are derived from only the object model ofRj , p(Q|Rj)
tends to be too small even ifQ andRj share the same
object. In [2], the problem is alleviated by estimat-
ing p(qi|Rj) using a few dozen images representing the
same class. As this is not practical for large-scale image
or object retrieval, we modelp(qi|Rj) by a mixture of
the object model ofRj and a background model distinct
fromRj :

p(qi|Rj) = λp(qi|Rj) + (1− λ)p(qi), (3)

whereRi denotes a set of descriptors in the reference
imageRj . If we consider the descriptorsQ andRj

as words, this is identical to LM (language modeling)-
RSV [11] in the area of information retrieval (IR). Com-
bining Eqs. (1)–(3), we obtain:

ĵ = argmax
j

n∏
i=1

p(qi|Rj) = argmax
j

n∑
i=1

log p(qi|Rj)

= argmax
j

n∑
i=1

log(λp(qi|Rj) + (1− λ)p(qi))

= argmax
j

n∑
i=1

log(
λ

1− λ

p(qi|Rj)

p(qi)
+ 1). (4)

Finally, we get the voting scoresij :

sij = log(
λ

1− λ

p(qi|Rj)

p(qi)
+ 1). (5)

For eachqi, the voting scoresij is assigned to eachRj .
The resulting

∑
i sij corresponds to the similarity mea-

sure betweenQ andRj .

2.2. Approximation with nearest neighbors

In the above formulation, it is required to calculate
sij for all Rj . Similarly,minr∈Rj ||qi − r||2 should be
calculated for allRj in [2]. LettingnC denote the num-
ber of classes andnD denote the average number of de-
scriptors in an image, the the calculation ofsij for all
Rj has a time cost ofO(nC ·log(nD)) with efficient (ap-
proximate) nearest neighbor search algorithms [8, 1, 4].
This does not become a fatal flaw in classification prob-

lems wherenD ≫ nC . However, it is intractable in
large-scale image retrieval problem wherenC ≫ nD

becausenC corresponds to the number of images or ob-
jects in a database. In order to make it tractable, the fol-
lowing simple approximation is adopted. We assume
the nearest neighbor descriptorsD(qi) of qi (e.g., k-
nearest neighbors ofqi) were obtained against all refer-
ence descriptors. Then,p(qi|Rj) is calculated only for
Rj at least one of whose descriptors appears inD(qi),
and otherwise we assumep(qi|Rj) = 0. Because the
voting scoresij becomes 0 ifp(qi|Rj) = 0, the voting
is performed efficiently. With this approximation, the
computational cost is reduced fromO(nC · log(nD)) to
O(log(nC · nD)).

2.3. Non-parametric density ratio estimation

Finally, the voting scoresij is calculated using
D(qi). We assumeD(qi) can be decomposed intom
disjoint setsD1(qi), · · · ,Dm(qi):

D(qi) =

m∪
t=1

Dt(qi), Dt(qi)
∩

Ds̸=t(qi) = ∅. (6)

We also assume that these disjoint sets are ordered:

D1(qi) > D2(qi) > · · · > Dm(qi), (7)

so that they satisfy

t < s ⇔ p(qi|r ∈ Dt(qi)) > p(qi|r ∈ Ds(qi)). (8)

For eachDt(qi) (1 ≤ t ≤ m), and for eachRj one
of whose descriptors appears inDt(qi), the densities
p(qi|Rj) andp(qi) in Eq. (5) are estimated viak-nearest
neighbor density estimation:

p(qi|Rj) =
ntj

|Rj | · Vt
, p(qi) =

∑t
s=1 |Ds(qi)|
|Rall| · Vt

, (9)

wherentj is the number of descriptors ofRj that appear
in Dt(qi), Rall is all reference descriptors

∪
j Rj , Vt is

the volume of a hypersphere with radius
√

||qi − r̂t||2,
andr̂t ∈ Dt(qi) is the farthest descriptor fromqi. Com-
bining Eqs. (5) and (9), we obtain:

sij = log(
λ

1− λ

ntj · |Rall|∑t
s=1 |Ds(qi)| · |Rj |

+ 1). (10)

More concrete examples of the formulation are shown
in the following section. One advantage of this scoring
method is that the up-to-date score is efficiently calcu-
lated in an on-the-fly manner usingD(qi), even if the
database is modified. The only requirement is to store
the number of descriptors|Rj | in each reference image.

3. Experimental evaluation

In this section, we show the effectiveness of the pro-
posed scoring method by applying it to the BoVW and



k-nearest neighbor (k-NN) voting frameworks.

3.1 Experimental setup

Experiments were performed on the University of
Kentucky recognition benchmark dataset1 provided by
the authors of [9]. It includes 2,550 different objects
or scenes. Each of these objects is represented by
four images taken from four different angles, making
10,200 images in all. These images are used as both
reference and query images. Mean average precision
(MAP) [9, 3] is used as an indicator of retrieval per-
formance. A visual codebook with size 20,000 is cre-
ated using a dataset distinct from the images introduced
above.

3.2. BoVW framework

The proposed scoring method will now be applied to
the BoVW framework. In this case,D(qi) is defined as
a set of reference descriptors that are quantized into the
same VW asqi. This consists of only a single disjoint
set (m = 1):

D(qi) = D1(qi) = {r ∈ Rall | q(r) = q(qi)}, (11)

whereq(r) andq(qi) denote the identifiers of the corre-
sponding VWs ofr andqi after quantization. Then,sij
is calculated using frequencies of VWs:

sij = log(
λ

1− λ

tf
q(qi)
j · |Rall|

tf
q(qi)
all · |Rj |

+ 1), (12)

wheretf wj represents the frequency of thew-th VW in
Rj , andtf wall the frequency of thew-th VW in all refer-
ence images.

Figure 1 shows the MAP scores obtained with dif-
ferent scoring methods as a function ofλ. The voting
score used for each method is as follows:tf for Base-
line, tf · idf for IDF, andsij for density ratio estimation
(DRE), respectively. It is clear that DRE achieves better
performance than Baseline and IDF, and the accuracy is
not so sensitive to the choice ofλ. It can be said that the
DRE scoring method is effective even if applied to the
pure BoVW framework. The best MAP score of 0.811
is achieved with relatively lowλ (λ = 0.06), which im-
plies that there are a small number of features useful for
object recognition [13].

3.3. Exactk-NN voting framework

The proposed scoring method is applied to thek-
NN voting framework, where (approximate)k-nearest

1http://www.vis.uky.edu/ ˜ stewe/ukbench/
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Figure 1: Comparison of scoring methods in the BoVW
framework.
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Figure 2: Comparison of scoring methods in the exactk-NN
voting framework.

neighbor descriptors ofqi are extracted from all refer-
ence descriptors, and the corresponding reference im-
ages obtain the corresponding scores [4]. In this case,
D(qi) is defined as a set of thek-nearest neighbors of
qi, andDt(qi) contains only thet-th nearest neighbor:
m = k, ntj = 1, and

∑t
s=1 |Ds(qi)| = t. Finally, sij

becomes very simple:

sij = log(
λ

1− λ

|Rall|
t · |Rj |

+ 1). (13)

Although exact k-NN search requires impractical re-
trieval time, it gives us the upper bound performance of
the proposed method, which is useful in the evaluation
of theapproximatek-NN-based system. Therefore, we
first evaluate the exactk-NN version. Figure 2 shows
the comparison of scoring methods in the exactk-NN
voting framework. The fixed voting score 1.0 is used
for Baseline because the IDF scoring is not applicable,
andsij with λ = 0.1 is used for DRE. The best MAP
scores of 0.912 and 0.902 are achieved by DRE with
k = 20 and by Baseline withk = 10.
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Figure 3: Comparison of scoring methods in the approximate
k-NN voting framework.

3.4. Approximatek-NN voting framework

Finally, we evaluate the proposed scoring method
in combination with the state-of-the-art product
quantization-based approximate k-NN search
method [4]. The parameters recommended in [4]
are used2. The voting score of the proposed method
is calculated by Eq. (13). The IDF scoring is also
applicable becauseqi is quantized in the process of
the approximatek-NN search3. Figure 3 shows the
comparison of scoring methods in the approximate
k-NN voting framework. It is shown that the accuracy
is significantly improved by using the proposed scoring
method instead of the IDF scoring. In the experiment,
we chose the bestk (k = 6) for the IDF scoring. For
the proposed scoring, we used an adaptivek depending
on the frequencytf q(qi)all of the assigned VWq(qi) as

k =

√
tf

q(qi)
all . This choice was inspired by the rule of

thumb ink-NN density estimation: use the
√
n nearest

samples out ofn samples in estimation. This slightly
improved the best accuracy of DRE+[4] from 0.866
(k = 14) to 0.869, and even better, it frees us from a
difficulty in choosingk.

The DRE method is also evaluated in combination
with multiple assignment (MA) [10] for different num-
bers of assignments (3 and 5). It is shown that DRE with
5 MA achieves a MAP score of 0.898 withλ = 0.006,
which is a satisfactory result compared with the MAP
score of 0.912 obtained by the exactk-NN search.

4. Conclusion

In this paper, we have proposed a new scoring
method for local feature-based image retrieval, which

2We set the size of the codebooks for product quantizationk∗ =
256 and the number of vector decompositionm = 8.

3We adopted the non-exhaustive version of [4] called IVFADC.

is based on the ratio of the probability density function
of an object model to that of a background model. The
effectiveness of the proposed method was confirmed by
applying it to the bag-of-visual words-based framework
and thek-NN voting framework. The proposed method
can also be applicable to hierarchical vocabulary [9] or
learned vocabulary [7], where the matched descriptors
can be ordered. In the future, kernel density estimation
can be used for more accurate density estimation.
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