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ABSTRACT To detect video copies, there are mainly two cues: visual
In this paper, we propose a fast, accurate content-based vidgpd/or audio information. Although both cues are equally
copy detection scheme based on bag-of-global visual feasseful, we focus on visual features in this paper, especially on
tures, which is characterized by (1) utilizing an efficientglobal visual features. Instead of trying to handle too severe
DCT-sign-based feature for fast detection; (2) performingglterations such as camcording, we propose an efficient and
multiple assignment in the temporal domain, in additioneffective CBCD system to efficiently filter out the majority of
to the feature and spatial domain to ensure repeatability iinfringing video clips that have not been altered by geometric
segment-level matching; and (3) adopting an inverse dodransformations. The proposed system satisfies the require-
ument frequency weighting and temporal burstiness-awar@ents described above by (1) utilizing an efficient DCT-sign-
scoring to emphasize distinctive visual words. Despite debased feature for fast detection; (2) performing multiple as-
tection 95 times faster than real-time, the proposed systesignment in the temporal domain, in addition to the feature
achieves a false negative rate of 0.2% against queries that @8d spatial domain to ensure repeatability in segment-level
altered by non-geometric transformations without any falsgnatching; and (3) adopting an inverse document frequency
positives. weighting and temporal burstiness-aware scoring to empha-
size distinctive visual words (VWS), resulting in suppressing

Index Terms— Near-duplicate detection, content-based -
false positives.

copy detection, inverted index, visual words

1. INTRODUCTION 2. RELATED WORK

As digital multimedia content, computer, and Internet tech-CBCD schemes based on visual cues are roughly classified
nolo ?es have become ubi u,itous pdi itéll videos have beei}fllto two categories: one based on global features [1-4] and
9 q » 019 the other on local features [5]. Although local feature-based

used extensively in many applications. Copyright infringe- ; : .
7o : Co schemes are robust against even geometric transformations
ment poses a significant issue for one of the applications —

. . . . SéJCh as camcording, local feature detection, description, and
online video-sharing services. Because many people uploa ; oo . . .
matching processes remain highly time consuming [3]. In this

video clips to these sites without proper copyright releases aper, therefore, we focus on global feature-based schemes

an automated system that detects copies of copyrighted vid({\jgr practical use. An ordinal measure (OM) [1] is one of
is needed. In recent years, content-based video copy detec- '

; . jor global i hich h i
tion (CBCD) technology has attracted considerable researc € major g oba dgscrlptprs, Which has proven rgbust against
changes in resolution or illumination. In [2], OM is extended

attention for this purpose. For an automated CBCD system t% the spatiotemporal domain to capture t Linf )
be usable, it must have the following properties: . i b apiure temporal informa
tion. In [3,4], OM features from a video clip are summarized

o Computationally efficient: The system must be sufficientlyinto compact signatures for efficient retrieval. However, it
efficient because many video clips are uploaded tds difficult for the clip-based methods [3, 4] to detect partial
video sharing sites every day. copies that are embedded in unrelated video clips. In [6], the

o Robustness (low false negative rate): The video may havieag-of-visual words (BoVW) framework [7], which is usu-
been subject to editing or degradation, including the adally used for local features, is adapted to global features, in
dition of captions or patterns, a change of resolutionwhich multiple global features are extracted from predefined
compression, and so on. The system should detect evavindows in a keyframe. Multiple assignment in the feature
these altered videos robustly. domain [8] is also performed to ensure repeatability of fea-

o Low false alarms: A system with too many false detectiondure matching. However, multiple assignment in the feature
is annoying and requires ongoing operator interventiorand spatial domain is not the optimal choice in terms of the
to filter out the false alarms. tradeoff between repeatability and filtering rate.



3. PROPOSED CBCD SYSTEM - W’ ageagsean LTI (o)
:> |:> T -v/-:C ) ffivi nt |:> define
In this section, we describe the proposed content-based videgs mumbnai e 2 visual words

copy detection scheme based on bag-of-global visual features.
The proposed scheme consists of the following steps: fea- ) . )
s-th segment Inverted index t-th segment

ture extraction, feature quantization, indexing based on an in-
verted index, and searching via the voting function. It realizesy . I
fast detection by accelerating feature extraction and quantiza%’

tion while achieving high detection accuracy and low false
alarm rate owing to multiple assignment and sophisticated o ={h e} fiow =127, )

) F VYW Searching step Indexing step
scoring o S. Fig. 2: Indexing and searching process using an inverted index struc-

ture.
3.1. Feature extraction and multiple assignment or by handling many video clips as a single, long video clip.
In the indexing step, for each segment of reference video, the
segment and block identifiefg, w) are stored in thew-th

Fig. 1. Feature extraction procedure.

Multiple assignment is powerful tool to improve repeatability
of VW-based feature matching by assigning multiple VWS . .
g by gning b list of an inverted index for albw € r; ,,. In the search step,

to a single feature or keyframe [6, 8]. In this paper, multi- o . .
ple assignment is defined to assign multiple VWs to a Sir]gles,egment—level matching is efficiently performed by inverted

short segment, not to a keyframe. In this section, multipléndex lookups. Two segments are maiched if and only if they

assignments in the feature, spatial, and temporal domain a§gare the same VW(s) in at least one block. The function

introduced. First, both reference and query video clips argl(Qs’Rt) judges whether a query segmedy is matched

divided into short segments with fixed durations in the tem—Wlth areference segmefy:
1 if Fwst. qow N Tew # 0

poral domain (0.3 sec in this paper). From each of the seg-

ments, fixed numbez™* of frames are subsampled at a uni- m(Qs, Re) = {0 otherwise. @
form interval (multiple assignment in the temporal domain)
Subsequently, these subsampled frames are divide@1tto
blocks' (multiple assignment in the spatial domain). Finally,
feature vectors are extracted from these blocks. In this pa3.3. Offset-level integration

per, we adopt the DCT-sign-based feature [9] as depicted | egment-level matching results obtained by inverted index

Figure 1; each block s resized into 8x8 pixels, and 2D-DC lookups are integrated into offset-level results using a vot-

is performed. Top* AC coefficients in the zigzag scan order ing framework [6, 11]. Every matched segment g, R, )
are used as a feature vector. Subsequently, they are quan- < for the birB[t—s] corresponding to the offset.s in
tized into av-bit binary string by taking the sign of the AC P 9

. . . . . a 1-D Hough space. In voting, since our scheme is based
coefficients. The resulting binary strings of lengtldefine on the BoVW framework. the inverse document frequenc
VWs with a size of N = 2¥. Multiple assignment in the fea- ' q y

ture domain can be performed by toggling the most unreliablélvDeF\)/Vv\vlzlgmlgg [g ]trf:?Dtl):esigmcaﬁi tsezrrz]ﬂrs]:;ﬁd'%ﬂg:
mf-bits [10]. With the multiple assignment in the feature do- ' 9 g y

main, each feature is assignectd/ VWs. The reliability of cal features, experimental results in Section 4 show that it also

each bit is defined by the absolute value of the correspondi works well for global features. Performing non-maxima sup-

n : . . )
AC coefficient. Finally¢-th reference segment is representecfgrbizaog sgtdgfhgifzg?lﬁ In%:ﬁézssvogg%r:ar? Ie;frt]irSivSoit:]n dgi](’:;\;gs
by Ri = (req,- ,Ttws -+ 7e,w), WhereW (= 2™°) de- yp ' yp

notes the number of blocks and,. denotes a set of VWs th_e offset between copied segments in the query and referenge
. : : clips. Each offset has segment-level matching results associ-
associated witho-th block. We also denote-th query seg- :
ated with the offset represented by a set of tuglesw, w).
ment by Qs = (gs1,° " ,qs.wy" " »qs,w). The parameters

introduced abovémf, ms, mt) have a considerable impact After sorting the. tgpleg according to a query segment identi-
) fier s, they are divided into groups to localize the copied seg-
on the performance of segment-level matching as shown in L . .
Section 4.1 ments. A sequence of the tuples are divided if successive two
o tuples(s, vw, w) and(s’, vw’, w') satisfys'—s>th. Finally,
the scores of the segmented tuples are calculated by summing
3.2. Indexing and searching inverted index up the IDF weights of VWSs appearing in the tuples. Temporal
For simplicity, we explain the indexing and search step onl purstiness-aware (TBA) scoring [6] is also adopted, in which
plicity, b 9 P 0Nl dividual VWs contribute to the score only once even if a

when there is a single reference video clip. This limitation . . .
) . o . . ... VW is shared in consecutive query and reference segments.
is easily overcome by considering reference video |dent|f|er§he beginning and ending timestamps of copied segments are

IDivied into 2x1, 2x2, 4x2, and 4x4 blocks fats = 1, 2, 3, and 4. calculated from min and max @fin the tuples.

The indexing/searching process is summarized in Figure 2.




4. EXPERIMENTAL EVALUATION

In this section, our CBCD system is evaluated using the
TRECVID 2009 dataset. We chose the 2009 dataset rather

evaluation of video-only queries. The 2009 dataset includes
838 reference videos (about 400 hours in total) and 1,407 104
query videos. Each query has been edited by the seven
transformations listed in Table 1, including both photomet-

than the most recent 2010 dataset because all queries in the g 0’ *3;01
more recent dataset have both video and audio, precluding 2 *+;‘f;+) 023)

Feature domain only
— Spatial domain only

ric transformations and geometric transformations. In the 1 ‘ ‘ ‘ ‘ Temporal domain only
framework of the TRECVID CBCD task, a CBCD system is 0208 0 O iy o T
characterized by three key performance meadures Fig. 3: The tradeoff between repeatability and filtering rate under

. ) . different multiple assignment settings. From upper left to lower
o Detection accuracy: Normalized detection cost rate (NDC%ht the tradeoff improves.

measures the tradeoff between the cost of false nega- JFE defined usi i
tives and false positives, and is defined by a weightedt! @nd#it are define ussmg Equation 1 as
mean of the two errors. RP =£370 1 m(Qs, Ryus)), (2

o Localization accuracy: The accuracy of localization is FR= g5 >0, 3 m(Qs,Ry), 3)
measured by the F-measure, which is the harmonig\,hereg?f
mean of the precision and recall of the detected COPY ssociated withk-th query segment

.I(.)canon re.Ia.t|ve to, the true video segment. . We exhaustively evaluate multiple assignments using a
o Efficiency: Efficiency is evaluated by the mean processingpset of the reference videos and simulated queries that
time per query. have been randomly extracted from the reference videos and

. . . _altered by a random transformation chosen from contrast
The following experiments were performed on a machine

with a Core i7 970 CPU and 24 GB of main memory. change ﬁ(.)%)’ gamma changet{(50%), and strong com-
pression. Figure 3 shows the performance of the combination

of multiple assignments parameterized(byf, ms, mt). Ab-
4.1. Tradeoffs between repeatability and filtering rate breviatingmf + ms + mt to m, at mos2™ VWs are assigned

to a single segment in the multiple assignment process ex-

First, to confirm the effectiveness of multiple assigment,, .. -4 in Section 3.1. Because the memory requirement
in the temporal domain, we introduce two measurement creases as increases. we set the constraint< 5 here

to evaluate multiple assignmentepeatability (RP) and s fond that multiple assignment in the temporal domain
1= ﬁltermgmte.(FR)' RP represents the probability that is most effective, and multiple assignment in the feature and
a query frame is matched with the.groundtruth refergncgpaﬂal domain follows. This is mainly because multiple as-
segment. LargeRzP tends to result in low false-negative iunment in the feature and spatial domain always increases
rates in detection.FR represents the rate of the number Ofthe number of assigned VWs at a constant rate, while the

matched reference frames against the _number of all re_fgrenﬁ%mber of assigned VWs adaptively changes according to
segmentsy. S_mallerFR tends to result in low false-positive qcones in the multiple assignment in the temporal domain
rates. There Isa tra_deoff betweﬁi?_ and_FR: a_largngR because repeated VWs in a segment are ignored. In noisy or
results mglargeRP in general. Similar discussions in t_erms ynamic scenes, a larger number of VWs is assigned to the
of approximate nearest neighbor search are found in [12 egment, while multiple assignment in the temporal domain

Table 1: Query transformations. does nothing in a static scene.
T2 Picture in picture

T3  Insertions of pattern

(s) denotes the identifier of the ground truth segment

T4 Strong re-encoding 4.2. Detection accuracy

T5  Change in gamma

T6  Decrease in quality (combinations of 3 transfor- The proposed systems are evaluated in terms of detection ac-
mations from blur, gamma, frame dropping, con- Table 2 sh h It NDCR fth
trast, compression, ratio, and noise) curacy. Table 2 shows the resulting measures of the

T8  Post production (combinations of 3 transforma- proposed systems for different video transformati®desel
tions from crop, shift, contrast, caption, flip, in- andBase2 represent the proposed system with multiple as-

sertion of pattern, and picture in picture)

T10 Combinations of 5 transformations from T2-T8 signment defined by the parame(6r2, 0) and(0,2,3), re-

spectively. These parameters are chosen to maximize repeata-
2http:/lwww-nlpir.nist. gov/projects/tv2009/ bility among param_eters w/o and w/ multiple_ assignment in
Evaluation-cbcd-v1.3.htm the temporal domain. The system performing multiple as-




Table 2 NDCR scores for different systems and transformationsaverage, which is about 95 times faster than real-time, owing
(lower is better). to fast feature extraction and quantization. The system in the
T2 18 T4 15 T6 T8 TI0 | iterature [5] reported a much longer processing time of over
Basel [1000 0291 0425 0448 0418 0963 0903 0 4s. which i v b thei tem is based
Base2 || 1.000 0201 0246 0276 0075 0933 0.985 seconds, which IS mainly because their system IS base

+IDF 1.000 0.052 0.112 0.142 0.007 0.910 0.910 on local features. The system in the literature [6] requires

+TBA || 1.000 0.007 0.000 0.000 0.000 0.843 0.821| around 15 and 121 seconds in global feature-based system

[6[]5]1 8-‘;;‘21 00562; é’g’fsl (?-028329 c?f383f1 (?-52579 00-45_ and in local and global feature-based system, respectively.

[6]-2 0.239 0.007 0.060 0.022 0.022 0.231 0.269
Table 3: Localization accuracy (F-measure, higher is better). 5. CONCLUSION

T2 T3 T4 T5 T6 T8 T10 . o )
Prop. 0.000 0.977 0067 0061 0976 0883 0847| In this paper, we proposed an efficient and effective CBCD

[5] 064 089 084 092 083 088 082 gsystem. The proposed system achieved a false negative rate
%:2 ﬁg’g 09553; 554396 ﬁ‘o 0.849639 &%336&&941 of 0.2% against queries that were altered by non-geometric
transformations without any false positives. As the pro-
signment in the temporal domaiBgse2) achieved better posed system is lightweight (95 times faster than real-time),
NDCR value by improving the tradeoff between repeatabilit can be efficiently combined with other systems, such as
ity and filtering rate, as discussed in Section 4.1. We carpcal feature-based or audio feature-based systems, which are

also see that adopting IDF weightinglDF ) and TBA scor-  complementary to global feature-based systems.
ing (+TBA) drastically improves detection accuracy. The full

proposed system+TBA) achieves an NDCR score of 0.002 6. REFERENCES
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